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Abstract. Ubiquitous communication on social media has led to a rapid
increase in the proliferation of unreliable information. Its ill-effects have
perhaps been seen most obviously during the COVID-19 pandemic, and
have rightfully raised concerns about the integrity of shared informa-
tion. This work focuses on derivative Twitter posts (tweets), i.e., posts
that re-transmit preexisting content. We acknowledge that a consider-
able number of such tweets do not provide a source of information, which
undoubtedly undermines the integrity of the information and poses dif-
ficulties in fact-checking. To address this concern, we propose an ad hoc
information retrieval (IR) task to identify the support for claims made
in tweets from reputable news outlets. We demonstrate the feasibility of
such cross-genre IR by presenting experiments on a COVID-19 dataset of
11K pairs of tweets and news articles. We describe a two-step method-
ology: (i) selecting the most relevant candidates from 57K pandemic-
related news articles, and (ii) a final re-ranking of this selection. Our
method achieves significant improvements over the classical token-based
approach using BM25 as well as a state-of-the-art transformer-based lan-
guage model pretrained on COVID-19 tweets. Our findings demonstrate
the viability of cross-genre IR across news and social media in safeguard-
ing the integrity of information disseminated through social media.

Keywords: Dataset · COVID-19 · Twitter · Information retrieval

1 Introduction

The COVID-19 outbreak was a global public health emergency with widespread
effects. Major disease outbreaks such as Ebola, Zika, and Yellow Fever, have
underscored the importance of combating false information [16,34,40,41]. Mis-
information related to the COVID-19 pandemic on social media, particularly on
Twitter, has been a pressing social issue. It has, for instance, motivated racial
violence [10], caused destruction of infrastructure due to belief in conspiracy
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Table 1. Derivative tweets with (✓) and without (✗) a reference to the claim source.

(✓) JPMorgan Chase is investigating potential misuse of pandemic relief programs by
its workers and customers, saying some conduct “may even be illegal”

Cited News: JPMorgan investigates employees over potential misuse of PPP loans
[www.cnn.com/2020/09/08/business/jpmorgan-covid-relief-misuse]

(✗) I read a WSJ article that said anxiety is also a symptom of Coronavirus....we’re
all doomed aren’t we?

theories1, and discouraged people from seeking medical assistance and receiving
vaccines [37]. Numerous studies have examined the occurrence and spread of such
misinformation [6,17]. One study found that around 70% tweets contained med-
ical or public health information, and nearly 25% and 17.5% of the tweets were
found to contain misinformation and unverifiable information, respectively [26].
In addition to the direct harm caused by misinformation, these findings are par-
ticularly concerning because users are more vulnerable to misinformation after
prior exposure, leading to a ripple effect where false information spreads faster
than accurate and verifiable news [3,53].

Notable studies on the proliferation of false information have distinguished
posts containing original content from those that re-transmit preexisting content
(i.e., “derivative” posts) [3,5,42]. This is indeed important, since derivative posts
are often shared together with reference to external sources such as renowned
news outlets, to establish their own credibility [15]. In Table 1, we see two deriva-
tive posts propagating claims related to COVID-19, attributing the respective
claims to articles from CNN while providing a reference (✓) and the Wall Street
Journal without any reference (✗). The verifiability of information by ordinary
users and professional fact-checkers alike is greatly impeded by social media posts
of the latter kind, where no source is cited. It is unfortunate that such posts,
where information is presented without a clear reference to its source, are quite
common. Clearly, this demonstrates the need for an intelligent and automated
system for the retrieval of news articles (if any such article exists) that support
the information in a tweet.

The unique characteristics of social media posts, including their brevity, infor-
mal language, and non-standard grammar and spelling, present significant chal-
lenges for natural language processing (NLP) tasks. As a result, Twitter and
other short-form social media content have been treated as a linguistic genre
distinct from traditional newswire [19,45]. To effectively retrieve information
from news articles for social media posts, a retrieval system must be robust and
adaptable to the specific nuances of both genres. This necessitates a thorough
comprehension of the characteristics that set social media posts apart from con-
ventional news articles and the capacity to modify retrieval techniques accord-
1 UK phone masts attacked amid 5G-coronavirus conspiracy theory. https://

www.theguardian.com/uk-news/2020/apr/04/uk-phone-masts-attacked-amid-5g-
coronavirus-conspiracy-theory.

https://www.cnn.com/2020/09/08/business/jpmorgan-covid-relief-misuse
https://www.theguardian.com/uk-news/2020/apr/04/uk-phone-masts-attacked-amid-5g-coronavirus-conspiracy-theory
https://www.theguardian.com/uk-news/2020/apr/04/uk-phone-masts-attacked-amid-5g-coronavirus-conspiracy-theory
https://www.theguardian.com/uk-news/2020/apr/04/uk-phone-masts-attacked-amid-5g-coronavirus-conspiracy-theory
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ingly. Developing an approach that can bridge this gap is thus crucial to ensure
the integrity of information presented in contemporary social media for consump-
tion by the global populace. To that end, we commence by reviewing relevant
literature (Sect. 2) before describing our contributions:

(a) a dataset of 11, 444 tweets and 57K news articles related to the COVID-19
pandemic (Sect. 3);

(b) an ad hoc cross-genre IR task to retrieve news articles from reputable sources
that corroborate the information presented in a tweet related to COVID-19.
To this end, we present a two-stage pipeline comprising (i) candidate selection
from the large set of news articles, and (ii) re-ranking using a transformer-
based cross-encoder (Sect. 4); and

(c) an in-depth analysis of our findings (Sect. 5), demonstrating the viability of
cross-genre information retrieval for information integrity.

2 Related Work

Fact-checking and identifying misinformation has a long and rich history in jour-
nalism [18]. With the rise of user-generated content and social media platforms,
however, the last two decades have seen a massive surge in automated compu-
tational (or at least computer-aided and partially automated) means of fact-
checking and the detection of various forms of misinformation (see, for example,
the multilingual architecture proposed by Martin et al. [33] or the recent survey
by Guo et al. [20]). Two threads of research are particularly relevant to our work:
(i) identifying misinformation on social networks, and (ii) information retrieval
across different genres. The contributions we present in subsequent sections grow
both these directions of research, discussed hereunder.

Misinformation Detection on Social Media Platforms. News consump-
tion habits have undergone a drastic change since the advent of social media,
especially Twitter. There are manifold reasons for it, leading to a large fraction
of the populace consuming news and information on social media. For example,
nearly half of all Americans use social media as a news source at least some-
times2. A manual verification of information being impossible due to the deluge
of data and rate at which information spreads, computational means have been
increasingly explored. Some techniques involve the retrieval of posts associated
with misinformation identified a priori by the researchers [24,49]. These are,
by design, helpful in the study of the propagation of misinformation in a net-
work, but not in their initial identification. To identify falsehoods, methods can
broadly be categorized into three stages: claim detection, evidence discovery, and
claim verification. The first of these often relies on a claim being worth check-
ing and it being checkable [23,25]. The discovery of evidence is a more recent
2 News Consumption Across Social Media in 2021. Pew Research Center, www.

pewresearch.org/journalism/2021/09/20/news-consumption-across-social-media-
in-2021/.

www.pewresearch.org/journalism/2021/09/20/news-consumption-across-social-media-in-2021/
www.pewresearch.org/journalism/2021/09/20/news-consumption-across-social-media-in-2021/
www.pewresearch.org/journalism/2021/09/20/news-consumption-across-social-media-in-2021/
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research thrust, in contrast to earlier work on misinformation, which did not use
external evidence beyond the immediate text [14,52]. Recently, Dougrez-Lewis
et al. [13] introduced a dataset of tweets along with external evidence retrieved
from the Web, and showed how the inclusion of external evidence can benefit
rumor identification models. Their work, however, was restricted to five pre-
identified rumors. On the other hand, Haouari [21] proposed a method to verify
tweets immediately upon posting by evidence retrieval from multiple sources,
but these sources were limited to other tweets. For a more in-depth survey of
misinformation detection in social media, we point the reader to Shu et al. [47].

With regard to COVID-19, misinformation had a particularly deleterious
effect in many ways. The extent of misinformation has been studied by many.
Kouzy et al. [26], for example, found in a small sample of 673 tweets, that 25%
contained misinformation, and 17.4% propagated unverifiable information. We
thus use COVID-19 as a timely case study that distinguishes itself from this
literature by not only looking for external evidence in a specialized domain, but
also doing so across two different genres.

Information Retrieval Methods and Datasets. The majority of modern ad
hoc IR systems are based on bag-of-words representations with term-weighting
approaches such as the BM25 algorithm or its variants [31,44]. BM25 is a rank-
ing function commonly used for text document retrieval tasks, which deter-
mines the relevance of a document to a query based on the frequency of query
terms in the document and other factors. These methods have traditionally been
employed for query-based news retrievals that focused on specific parts of an
article [8]. With the success of BERT [12] and its successors [27,29,46] in NLP,
however, more recent IR research on evidence retrieval has incorporated these
language models [48]. Of particular relevance to this work is that some applica-
tions of transformer-based encoders show the value of contextual information in
re-ranking candidate documents retrieved by models based on BM25 [39]. With
this body of work as our motivation, we design a two-stage pipeline for informa-
tion retrieval across news and social media wherein classical term-weighting as
well as transformer-based cross-encoders are used.

Most IR datasets of sufficient size are able to provide a reasonably accu-
rate representation of a specific domain or topic, making them effective bench-
marks for the evaluation and comparison of various IR models. Notable examples
include the various TREC collections3, the NTCIR task datasets4, and the CLEF
initiative task datasets5. These are largely confined to single genres and docu-
ment types. Despite several cross-lingual IR (CLIR) and a few other cross-genre
IR datasets (e.g., [50,56]), there is a comparative dearth of this latter category,
even more so for retrieval tasks related to COVID-19. In this work, we present a
dataset that comprises two distinct linguistic genres (tweets and news articles)
as a much needed contribution not just to help mitigate the effects of misin-

3 trec.nist.gov/data.html.
4 research.nii.ac.jp/ntcir/data/data-en.html.
5 www.clef-initiative.eu.

https://trec.nist.gov/data.html
http://research.nii.ac.jp/ntcir/data/data-en.html
http://www.clef-initiative.eu/
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Table 2. News-related keywords: the 22 keywords used to filter Tweets.

bloomberg, cbs, cnbc, cnn, forbes, nypost, reuters, sfgate, theatlantic, wsj, abc news,
chicago tribune, fox news, new york post, new york times, ny times, the atlantic, the
daily beast, the guardian, us news, usa today, washington post

formation during health crises, but also as a potential benchmark for future IR
tasks that query across such distinct linguistic genres.

3 Dataset

Our work starts by analyzing a subset of a large open dataset of COVID-
19 related tweets developed and made publicly available by Banda et al. [7].
Specifically, our work focuses on 46.86 million tweets collected from March to
May. Although this dataset pertains to COVID-19, it required significant pre-
processing steps to ensure its suitability for our tasks. This includes the appli-
cation of rigorous filtering and data cleaning procedures, such as the removal of
retweets and non-English posts. Furthermore, as our work is focused on deriva-
tive posts that transmit information from reputable news agencies, we imple-
ment a more stringent criterion to establish the relevance of each post to the
corresponding news article. Specifically, we employ a set of 22 carefully chosen
keywords (shown in Table 2) and retain only those tweets containing at least
one.

After applying the aforementioned filtering steps, we are left with a total
of 876,325 Tweets. Among these derivative posts, we observe that a significant
proportion of 23% (197,464) tweets have no hyperlink to any information source.
This indicates a potential loss of information integrity and underscores the need
to establish an information retrieval system to identify the sources of information
for these Tweets. To build such an IR system, we then create a IR dataset for
training purposes.

3.1 IR Dataset Creation

Our IR Dataset is based on a large corpus of check-worthy tweets about COVID-
19, developed by Zuo et al. [57]. It offers about 30K tweets collected from March
through May 2020, where each tweet contains a factual claim and is deemed
worth checking for factual accuracy6. Moreover, each tweet refers to the exter-
nal source of its information by providing a hyperlink to a news article from
a reputable news publisher. This relation between a tweet and a news article
provides the ground truth for strong relevance labels for our task of retrieving
the article that supports the claim made in a tweet.
6 The work by Zuo et al. [57] follows the notion of check-worthiness set forth by a

large body of work in NLP research (Arslan et al. [4] and Hassan et al. [22], among
others).
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Fig. 1. Distribution of news articles and tweets citing them, across the ten most fre-
quent news agencies (plus “Others”, which comprises the combination of all news enter-
prises that have fewer than 400 tweets).

We notice that many tweets are mere retweets of a news article, and the
linguistic content of the tweet already contains the article headline. The inclusion
of such instances will make the IR task of this work overly and impractically
simple, since any standard search will immediately find the exact match. Thus,
we discard such tweets, retaining a corpus of 11,444 tweets and 6,226 news
articles. The number of unique news articles is understandably smaller, since
multiple tweets often cite the same article from a well-known news publication.
The distribution of tweets and the linked news articles, over the news agencies,
is shown in Fig. 1. Our final dataset7 consists of tuples of the form (t, {h, b}),
where t is the tweet with its hyperlinks removed, and {h, b} is the headline-body
pair from the news article cited by that tweet. Moreover, we consider a realistic
scenario for a lay human reader who wants to verify the information in a tweet.
This reader will usually need to search for a news report from a vast collection.
To imitate this scenario, we add a collection of 51,003 news articles from the
RSS feeds of several popular news websites over a period of three years (2020–
2022). We collect these news articles based on a set of six keywords related to
COVID-19: corona, coronavirus, covid, covid-19, pandemic, quarantine. In our
entire dataset, the full text and the headline of all the articles are retained, while
images and videos are discarded.

4 Experiments

Given a tweet propagating a claim pertaining to COVID-19, we present the cross-
genre IR task of retrieving news articles that support it. Along the lines of other

7 https://github.com/chzuo/adma2023 tweet IR.

https://github.com/chzuo/adma2023_tweet_IR


Cross-Genre Retrieval for Information Integrity 501

Table 3. Results of candidate selection for different models and K values when only
the title of news was searched and when both title and body were searched. The best
results for each K value are in bold. MiniLM∗ indicates that the model is pretrained
on several corpora, while models with † are fine-tuned on the MS MARCO dataset.

Model Title Title + Body

R@1 R@10 R@100 R@500 R@1 R@10 R@100 R@500

BM25 63.5 75.0 81.5 86.3 58.3 79.5 89.3 93.2

DistilBERT† 37.5 60.8 76.0 84.1 58.0 69.6 77.7 83.0

MiniLM† 29.0 52.7 71.0 81.1 56.4 68.3 76.4 81.9

MiniLM* 40.4 67.2 82.6 89.3 59.7 73.0 81.9 87.3

CT-BERT 64.1 79.9 88.5 92.2 1.1 2.6 5.7 12.1

ad hoc pipelines [11,32], this comprises two stages: a retrieval system to obtain a
large candidate list, and the re-ranking of this list by a transformer-based cross-
encoder. Furthermore, we notice that tweets may often simply modify the news
headline. Thus, using only the news headline for retrieval may boost the results
as well as improve efficiency. For this reason, we conduct two sets of experiments:
by considering (i) only the headline of each news article, and (ii) the headline as
well as the body of the article.

4.1 Candidate Selection

In this first stage, we aim to reduce the search space for the final re-ranking
task. For this, we consider the classical lexical IR approach of token-based bag-
of-words models, i.e., BM25 algorithm, which has remained an extremely viable
model for information retrieval [30] for nearly two decades. Additionally, we also
use transformed-based Bi-Encoders as semantic search. It encodes the query
(i.e., the tweet post) into vector space and retrieves the news embeddings that
are nearby in the same space.

For the BM25 approach, proper preprocessing steps are added before
retrieval, which comprises converting the words into lowercase, removing func-
tion words, and stemming. We also include text cleaning procedures designed for
tweet posts, including removing Twitter user handles, emojis, and hash symbols
for hashtags (the term is retained, e.g., “#quarantine” to “quarantine”).

As part of the Bi-Encoder approach, we use two pretrained models from
Sentence-BERT [43]: MiniLM [54] and DistilBERT [46]. Those models encode
the tweet t, the news headline h, and the full news (headline and body) h+b
respectively. We then obtain the ranked list of news pertinent to the tweet based
on cosine similarity. Given that a claim may bear some semantic similarity to
the evidence supporting it [2,35], the pretrained models are fine-tuned on several
corpus, including the Natural Language Inference (NLI), the Semantic Textual
Similarity (STS) benchmark datasets [9] and etc.. Considering the newswire arti-
cle is significantly longer than the given query, we also use the pretrained models
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tuned on the large-scale information retrieval corpus, i.e., MS MARCO Passage
Ranking Dataset [38]. Moreover, since our task involves COVID-19 tweets, we use
the COVID-Twitter-BERT(CT-BERT) [36], which is pretrained on 97M tweets.

For evaluation, since each tweet in our dataset cites only one newswire article,
precision is not an important measure for this task. Instead, we measure recall@k
(k = 1, 10, 100, 500) to report whether the hyperlinked news is in the top-K
selection. As it has been argued in other two-stage IR pipelines [48], a high
recall is crucial in this case because the correct news report will otherwise be
excluded from the final re-ranking. Recall@K would also be useful in a scenario
where a reader needs to verify tweets in real-time. Our retrieval system could
return a shortlist of up to ten news items that are pertinent to the tweets, and
the reader could rapidly scan them for verification.

Table 3 shows the results of experiments across the BM25 and Bi-Encoders,
which compare the fraction of times the correct document was found in the
first K ranked documents. When K is equal to 1, BM25 could locate the correct
document more than 63% of the time using only the title. By increasing the value
of K to 500, this reaches 86.3%. The search results get worse for smaller K values
when the body of the article is also included. However, including the body gives
us better results when we have a more considerable K value. One explanation
could be some tweets refer to a specific part of the news that is not included
in the title, but the algorithm cannot rank them on top of the list; when the
K value increases, those documents are retrieved. When the title is used, CT-
BERT outperforms all other algorithms in terms of results for all K values, which
shows that domain-specific knowledge is crucial in this task. When adding the
news body, however, the model’s performance drops significantly, as the news
body may be too extensive for it to embed the core information. All models,
with the exception of CT-BERT, achieve similar performance when the news
body is included for lower values of K, while the MiniLM model pretrained on a
large corpus performs marginally better. However, the BM25 model outperforms
others for K > 1, demonstrating this token-based approach is still a hard-to-beat
baseline for asymmetric semantic search with long documents and short queries.

4.2 Re-Ranking

We keep 6, 000 tweet-news pairs for training, 2, 444 for development, and 3, 000
for testing. We first use the BM25 approach (on the full news) with highest
score in Recall@500 to generate a list of 500 newswire articles for each tweet. It
is possible that the correct news was not retrieved during candidate selection.
In that case, we add it back to the list. To train the Cross-Encoder, we pair the
tweet t with the newswire article with headline h and body b. These concatenated
strings serve as training data for our task. The ground-truth label is 1 for an input
t+ h (or t+ h+ b, for experiments on the full news), where the article is indeed
cited by the tweet. For other inputs, which are created by random sampling
from the BM25 candidate list, the label is 0. As discussed by Thakur et al. [51]
and Zuo et al. [56], using the right sampling strategy to create negative samples
is crucial to achieving performance improvement. We randomly sample 4 news
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Table 4. Re-ranking results. The best results for each K value are in bold. BM25 and
CT-BERT without training serve as the baseline. MiniLM∗ indicates that the model
is pretrained on several corpus, while models with † are pretrained as Cross-Encoder
on the MS MARCO dataset.

Model Title Title + Body

R@1 R@10 R@100 R@MRR R@1 R@10 R@100 R@MRR

Baseline

BM25 63.5 75.7 81.3 17.8 57.8 79.7 89.4 17.2

CT-BERT 64.4 79.7 88.8 18.4 1.3 2.5 5.6 0.5

MiniLM∗ 68.3 85.3 97.5 74.4 67.7 88.9 99.6 75.4

MiniLM† 70.1 88.3 98.4 76.5 76.9 92.1 99.4 82.5

TinyBERT† 67.9 83.7 97.6 73.5 73.6 88.7 98.1 79.0

CT-BERT 73.2 93.5 99.5 80.5 77.6 95.0 99.8 83.9

articles from the top 50–100 candidate list retrieved by the BM25 approach.
Although random selection typically results in dissimilar pairs, these articles
from the candidate list may share similarities with the tweet someway, making
them strong negative samples to prevent the classification process from being
overly simple. We use this labeled data to tune pretrained transformer-based
models. During prediction, we use the softmax probabilities of the classification
scores to re-rank the news article for each tweet and calculate recall@k for k =
1, 3, 5, 20, as well as the mean reciprocal rank (MRR).

As part of our experiments, we train different models – MiniLM from
sentence-BERT, MiniLM (tuned as Cross-Encoder on the MS MARCO dataset),
TinyBERT (tuned as Cross-Encoder on MS MARCO dataset), and CT-BERT.
All models are trained for 2 and 3 epoch, batch sizes of 16 and 24, and maximum
sequence lengths of 256 and 512 tokens. The final hyperparameters are manually
chosen based on MRR achieved on the development set.

The results of re-ranking are shown in Table 4. As a benchmark for can-
didate selection, BM25 is difficult to surpass, but token-based lexical search
makes mistakes when words from the newswire article do not match those in
the tweet, which frequently happens when the same or similar meanings are
expressed across two different genres. A Cross-Encoder based re-ranker can per-
form attention across the query and the document, improving the final results
with higher performance. Following training, CT-BERT performs better than
competitors, and it may include the right news story in the Top 10 list more
frequently than 93% of the time when only the title is used. Even if a slight
improvement could result from including the news body, relying just on the
news title would be a more efficient way for this IR task. Also, for MiniLM,
fine-tuning on the MS MARCO dataset significantly improves, indicating the
importance of task-specific training (Table 5).



504 C. Zuo et al.

Table 5. The tweet disseminates information pertaining to three newswire articles. In
the retrieval results generated by CT-BERT, the cited news ranks third.

Tweet: JC Penney files for bankruptcy during coronavirus pandemic #retailers #retail
#retailbankruptcy

Cited News: Long-struggling JC Penney files for bankruptcy as coronavirus crushes
hopes for a quick turnaround (Source: CNBC)

Retrieval results

1. JCPenney files for bankruptcy as the coronavirus hammers retail (Source: NBC)

2. JC Penney could join a growing list of bankruptcies during the coronavirus pandemic
(Source: CNBC)

5 Discussion

5.1 News Event Clustering

Our dataset contains a set of 57k covid-19-related news reports, and a subset of
6k newswire articles ({ni}) are linked by the tweets. It is also worth pointing out
that our evaluation is based on relevance labels from these hyperlinks. However,
as noted in the by Liu et al. [28] regarding the redundancy of news (“a news
event or story is likely to be reported and discussed by multiple publishers”),
we may encounter the case where several newswire articles regarding the same
event are retrieved when we perform information retrieval for the given tweet. It
is possible that some documents that are given higher rankings actually support
the tweet, but are judged as irrelevant because they are not cited (as shown in
Table 4). This will impact our evaluation results of the models. In fact, many IR
benchmark datasets – e.g., MS MARCO [38] – do not offer strong non-relevance
labels. Instead, one could consider the results as a lower bound in this general
evaluation setup (i.e., With exhaustive ground-truth labels of non-relevance, the
true performance are better, not worse.)

Additionally, we run same-event news searches to take a second look at the
findings. We characterize a group of documents as referring to the same event
when they have a simultaneous publication date, have semantic similarity, and
share comparable named entities. These criteria are similar to the definition of an
event in other previous work [1,55]. We perform a three-step pipeline to obtain
such sets. First, for each news ni linked by tweets, we identify a set of candidate
news articles ({Ni}) from the overall news collection that was published five
days before and after it. In the second step, we employ sentence-BERT to mea-
sure the semantic similarity between the news ni and the candidates Ni among
the headlines, and only keep the articles Ni above a given threshold. Then, we
use the named entity recognition (NER) algorithm to obtain the named enti-
ties from the full news (title and body) and compare the intersection between
the retained news candidates Ni and news ni. Only news articles that exceed
the predetermined threshold are kept. For articles Ni retained after this step,
it is related to the same event with the given news ni. Two independent read-
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ers who each received a random sample of 50 such sets noticed this. They both
agreed that the final candidate lists for each set present the same event with
the provided news. Finally, for 1,461 news articles linked by tweet (23.5%), we
obtained a set of reports on the same news story separately. To adjust the eval-
uation results, for each tweet, if the linked news ni has a same-event news set
{Ni}, we additionally assign the relevant label to the news Ni. We find that the
MRR for CT-BERT trained on title and body increased slightly, from 83.9 to
85.0, while Precision@1(equal to Recall@1 without same-event news searching)
improves from 77.6 to 78.8.

5.2 Error Analysis

We conduct a thorough analysis of instances where the CT-BERT model fails
to accurately identify the news in the Top 5 list. Our findings reveal that 10%
of the errors were due to inaccurate or dirty data, as these tweets do not con-
tain any factual information. Additionally, over 40% of the mistakes are Type
I errors, where the tweets are only relevant to the latter half of a lengthy news
document, making it challenging for the Cross-Encoder model to fully encode
the information due to its token length restriction. The remaining 50% of errors
are Type II errors: the tweet contains an additional statement that is not in the
news, even though the content is relevant.

This has prompted us to contemplate the utilization of the model. Firstly,
for posts on social media platforms that lack reference sources, we can leverage
the model to identify relevant authoritative news articles to aid in verifying
the authenticity of the original post. Secondly, with regard to tweets that have
listed information sources, we can also conduct IR research to uncover additional
news reports that pertain to the news event, thus mitigating the potential for any
bias inherent in a singular news report. Additionally, by evaluating the similarity
score generated by the model between the tweet and the news, we can make an
assessment of the extent to which the original tweet is supported by the cited
news. If the similarity score is comparatively low, this indicates that the tweet
includes information not present in the news, and a more rigorous fact-checking
process for the tweet would be necessary.

6 Conclusion

In this work, we provide a novel dataset by linking tweets related to COVID-19
to reliable news articles. We use this linked dataset to then present a pipeline
for the retrieval of news related to the tweeted claim(s). The findings of our
investigation show that cross-genre information retrieval is practical for con-
firming the veracity of information about the epidemic, based on the support
such information finds in journalistic organizations of repute. Furthermore, our
findings emphasize the importance of incorporating domain-specific knowledge
in the information retrieval process. This highlights the need for responsible
and informed social media usage, particularly in times of crisis, where access to
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accurate information is of paramount importance. By utilizing reliable sources
of information, we can help ensure the integrity of such information across gen-
res, as we demonstrated through our experiments across traditional and social
media.
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matic stance detection using end-to-end memory networks. In: NAACL-HLT, pp.
767–776 (2018). https://doi.org/10.18653/v1/n18-1070
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